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1 Introduction

The rapid penetration of software and hardware agents into social contexts
that involve making ethically salient decisions has brought to the fore a debate
about whether these decision-makers (or recommenders) ought to have ethical-
reasoning capabilities. Whether one agrees with the view that machines could
one day be, or are even — as Bringsjord and Govindarajulu (= B&G) claim1

— now, artificial moral agents (AMAs) or not, there is little disagreement
that agents imbued with sophisticated pattern-recognition abilities have ethi-
cal impact, not only on individuals but also on the social milieu they inhabit.
This short position paper does not seek to fully address, let alone resolve,
the debate over whether creating an AMA is reprehensible/sufficient/desir-
able. The paper will also not attempt a survey of all the implementation
techniques that claim to have developed an AMA; there are several surveys
already [4–6] that cover an appreciable number of the significant implemen-
tations; and there are some who hold some of their implementations to be
AMAs.2 Rather, this paper takes as its starting point the proposition that an
artificial agent requires (apart from its functional capability) some mechanism
to choose between multiple actions/decisions, when all of them are function-
ally possible. The challenge is to be able to make an ethically informed choice,
compatible with whatever human-level ethical theories, codes, or principles are
operative in a given context. This paper concerns itself solely with the plau-
sible background frameworks and foreground implementation mechanisms (or
desiderata in implementations) that could meet the challenge. A key question
that needs a consensus answer is: What constitutes a moral agent? Although
James Moor’s hierarchy [8] of ethical impact agents, implicit ethical agents, and
explicit ethical agents creates a heuristic spectrum for categorization, there is
as yet no formal or semi-formal property that serves to define these categories
of agents, let alone such a property that is universally affirmed. While this may
not be an impediment for system development, it is certainly an impediment
for requirements specification regarding an AMA that is ethically correct, or
at least safe.

1The chief reason most professional philosophers are loathe to accept the proposition that some
artificial agents of today or tomorrow are/will be AMAs is that, one, necessary conditions for one
brand of such agenthood includes having both phenomenal consciousness and free will, and two,
these conditions can’t be met by artificial agents. B&G are as a matter of fact of the opinion that
artificial agents can’t possibly have either of these properties; see e.g. [1, 2]. But that doesn’t mean
that some other brand of artificial moral agents can’t be engineered. One such brand, courtesy of
B&G, has arrived: a brand marked by cognitive consciousness, robust ethical reasoning deeper and
and more detailed than what the vast majority of human beings can muster (since e.g. such beings
usually can’t specify even the difference between, say, act utilitarianism versus rule utilitarianism),
and structural free will [3]. Note that below (S
sect : towardsynthesizedposition)it′sreportedthatB&GassertthatthereisatheoremexpressingthatsomeAMAsalreadyexist.

2E.g., B&G claim that the artificial agent in [7] qualifies.
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2 Our Prior Positions & Work, Encapsulated

2.1 Vivek’s Position: Hybrid Reasoning and
Rule-Breaking

There has been much work in cognitive neuroscience that seeks to explain how
the brain perceives the world, reflects on the self, and its place in the perceived
world. While the exact mechanisms for each aspect of thinking are still being
teased out, there seems to be broad agreement that the fundamental process
that enables us to survive (make sense of, and plan for) a dynamic, open-
world is predictive processing [9]. From our simplest plans about where to find
food, to more complicated ruminations about what makes for a good life, all
are driven by the need to manage uncertainty.3 Note that predictive process-
ing does not preclude (arguably non-cognitive) physiological phenomena such
as adrenaline-induced flight/fight responses, or gut-instinct in our behaviour.
Rather, these could be viewed as evolutionary shortcuts or cached strategies,
that present themselves when uncertainty levels are high, and conscious, logi-
cal thought too slow to map out a good strategy. The notion of a dual-system
processing, one for extremely rapid decisions, and another for reflective deci-
sions is also the conclusion of experiments in behavioral economics [10, 11].4

While the consilience of evidence from neuroscience to behavioral economics
lends credence to uncertainty as the prime mover, and the consequent dual-
system mechanisms for decisions and choices, it would be fallacious to infer
that machines ought to necessarily share the same architecture, or mechanisms
for morally salient decisions.

Having acknowledged that, it may still be fruitful to attempt to create an
AMA possessing this dual-system, if only to provide us with some insight into
the kinds of ethical decision-making that could be expected from autonomous,
artificial decision-makers. Bauer [13] advocates a two-level utilitarian agent,
since it can conceivably approximate a virtuous agent, as well as be used to
implement a fast, rule-based system that as such has inherent explainabil-
ity. From an implementation perspective, the HERA approach [14] adopts an
explicitly hybrid position with respect to reasoning about morally salient deci-
sions. However, unlike Bauer’s proposal, it must be noted that the hybrid
aspect of HERA is not in implementation/reasoning techniques, but rather in
the ethical principles used. That is, instead of choosing a particular ethical
school of thought, HERA implements multiple ethical principles, and allows
the user/human to choose which reasoning mechanism to utilize. While this is
interesting in (semi-automatically) examining how the same situation would
be resolved with differing principles, it does not yield any insights into what
the robot would do autonomously, if there were conflicting principles/rules.

3Of course, some do hold that the finding and management of certainty, which is really what
mathematics is fundamentally about, is what enables reliable technology to be created. That
uncertainty isn’t the coin of the realm in the formal sciences is something not lost on B&G,
certainly.

4And some computationally sophisticated cognitive scientists, e.g. Ron Sun [12], have long
articulated and defended such a position.
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Given that our interest is in morally acceptable autonomous decision-making
in the face of uncertainty, this approach (unless augmented with a mechanism
for autonomously choosing an ethical principle) does not seem to provide a
satisfactory solution. We recognize that any mechanism that autonomously
chooses between incomparable (or even incommensurable) values [15] could,
in spite of our best efforts, be fallible. However, the trade-off for this fallibil-
ity ought to be flexibility in allowing for different types of reasoning, i.e., we
would like to hedge our bets by using multiple, different techniques, in order
for potential exploration of different, rationally correct, decisions. This hedging
leads to two significant advantages:

1. Avoidance of Technological Entrenchment: Any particular reasoning
technique could lead to a state of technological entrenchment, where due
to some path-dependent decisions made in the past, future developments
become difficult to adopt. Reverting technological decisions is expensive,
not least because human beings adapt to machines in their midst. Also, any
technical infrastructure that has been built to accommodate a particular
type of reasoner could need to be rebuilt, and this has historically proven
difficult. If a machine is able to switch between reasoning techniques, then
any new (superior) technique that is invented in the future could simply be
swapped-in.

2. Allows Breaking of Rules: If we agree that there might be multiple
decisions possible, we must also recognize that in certain situations, all prin-
cipled decisions may be at odds with our human instincts. If an autonomous,
intelligent entity were to be able to recognize such a situation, how should
it behave? Human beings have been observed intentionally breaking rules
for both altruistic as well as practical reasons [16]. This not-unusual phe-
nomenon of breaking rules has been identified and defined as pro-social rule
breaking (PSRB). According to Morrison [17], PSRB usually results from
the intention to promote the welfare of one or more stakeholders.

Any decision-making mechanism that can ignore one reasoning technique
can decide to ignore all of them as well. This may seem like a disadvantage
in an autonomous, decision-making entity, yet it seems to be the only mech-
anism that brings an AMA closest to human decision-making. This notion
of closeness need not necessarily be an all-or-nothing proposition, but rather
a spectrum which can be evaluated as a guide to decisions about how much
autonomy to grant to an intelligent machine. A natural question would be
how would an AMA decide which principle to ignore, and which principle to
use, in a particular situation? While there is no obvious algorithmic procedure
that is able to figure out which one is better, Vivek believes that adding stake-
holder expectations and preferences, as an additional dimension, would help
with decision-making. That is, the AMA must have some notion of the various
stakeholders affected by its decision, and an encoding of what their preferences
are, with regard to that particular situation. Thereafter, any ethically salient
decision must be examined to check whether the immediate stakeholders would
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also prefer one of the multiple ethical principles. This ensures predictability in
decision-making by the AMA. That is, when confronted with a dilemma (where
different principles lead to different recommended actions), the AMA chooses
the principle that its immediate stakeholders have expressed a preference for.
This allows human stakeholders to express differing preferences for different
cases. In Vivek’s current investigations into elder-care [18] this has been real-
ized as an important property of decision-making in inter-personal ethics. For
example, in the context of a telepresence-robot, decisions about turning video
cameras on in semi-social settings raises questions about the comparative val-
ues of autonomy, well-being, and privacy. A tele-presence robot is usually used
in elder-care settings, to enable family members or caregivers to be ‘present’
with the elderly person, without physically being in the same room. This is
usually done using two-way video and audio equipment embedded on to the
robot, that follows a person around. Although, these are understood to be poor
substitutes for real human interaction, such solutions are increasingly consid-
ered for use in healthcare settings. Ethical dilemmas arise when one considers
the conflict between a caregivers’ need to have access to a patient, while the
patient is in the bedroom and expects privacy. Even in social settings, where
the patient is conversing with other elderly patients, conflicts arise between the
need for privacy and autonomy. In these cases, a purely deontological reason-
ing process may well reach a different conclusion than a utilitarian reasoning
process. Conversations with medical experts and caregivers reveal that spe-
cific measurable parameters of the case decide which of these incommensurable
values should take precedence, and set expectations about the ethical course
of action. Thus, when multiple values conflict (as most often do, in ethical
reasoning problems), Vivek believes that taking stakeholder preferences into
account, would help to resolve questions about which principle to use in that
specific case.

Another natural question arises: Could the dual-system of decision-making
affect (or be affected by) the multiple-principles approach? To Vivek’s mind,
the dual-system approach is an engineering tradeoff that reflects a correlate
in humans, parameterized by the time available to make a decision. The core
principle, again, is that we have a need to manage uncertainty, and the time
available to reduce uncertainty is often limited during decision-making. While
the particular units of time required may be quite different for AMAs (vis-à-vis
humans), the more general problem of ethically salient decision-making under
conditions of uncertain outcomes still persists. Therefore, the aforementioned
strategy of having cached access to stakeholders’ value-preferences would still
seem to be reasonable.

2.2 B&G Position: The PAID Problem & Its Four-Step
Solution

Bringsjord & Govindarajulu distill the overarching problem they believe con-
stitutes the main challenge of automating machine ethics to “The PAID
Problem” (or just ‘PAID’), according to which the members of a certain family



Springer Nature 2021 LATEX template

6 A Partially Synthesized Position on the Automation of Machine Ethics

of quantified conditionals are true, and this makes for a profoundly worrisome
situation. A representative conditional5 in the family is this one:

Any agent a at once powerful, autonomous, and intelligent is dangerous.

For matters at hand, quantification in this biconditional can be assumed to
range over artificial agents.

What is the solution to PAID? While the complete solution is presented
in a pair of forthcoming books [20, 21], the solution can be economically (but,
we warn, barbarically) summarized as consisting of “The Four Steps,” shown
from a high-altitude perspective in Figure 1.
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Fig. 1 The Four Steps, for Solving the PAID Problem

Here’s a quick summary of The Four Steps:
The first step is the selection of a (formalized) ethical theory (or theories),

from a previously selected family of such.6 The best-known (in the West)
families are shown in Figure 1. For instance, one family of ethical theories are

5Explication of the family is beyond the scope of the present position paper. We mention only
one additional member B&G affirm, one, in which ‘dangerous’ is supplanted with and a more
dreadful D in The PAID Problem, viz. the capability to destroy all of humanity. This more
dreadful conditional, in the case of B&G, doesn’t presuppose any such notion as that AI of the
future will reach superhuman levels. For work that affirms this more dreadful conditional on the
strength of the belief that within 80 years superhuman AI will arrive, see [19].

6This first step includes not only this selection, but the selection, immediately thereafter, of a
particular domain-specific ethical code that falls under the selected theory, a sub-step left aside
for economy here. For purposes of general explanation, the reader may take as examples of ethical
codes the well-known Nuremberg Code and the U.S. Laws of War (available in an updated 2015
edition, readily findable on the Web).
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divine-command ; another is utilitarianism; a third is virtue ethics. An ethical
theory that is a member of the second of these families would be standard act
utilitarianism, according to which, put quickly and without nuance, one ought
to always perform those actions from available ones that maximize happiness
among the population that can be affected. Another theory in the utilitarian
family is rule utilitarianism.

For the most part, in the past, we (= B&G) have at one point or another
carried out work based on each family shown in Figure 1.7 For instance, for
some prior work that reflects pulling from both utilitarian and deontological
families, see [7], which centers around our formalization of the so-called Doc-
trine of Double Effect, the intellectual roots of which are in Aquinas, and
(B&G claim) ultimately Augustine. DDE contains reference to the valuation
of states-of-affairs, and to ironclad prohibitions as well. As to work based upon
the family that is probably the most popular on the planet today among the
general public,8 i.e. divine-command, see [23].

Importantly, we refrain from binding our approach to any particular code
or theory, or even to particular families of theories. Our framework is gen-
eral enough that it can be applied to any credible ethical theory or code, or
collection or family thereof.9

However, that said, note that for us (and we hope for all thoughtful,
objective humans) every credible ethical theory or code or principle must be
declarative in nature. E.g., it’s impossible to express something like the afore-
mentioned Doctrine of Double Effect (DDE) in non-declarative form. Even the
simplest of ethical principles expressed in natural language, for instance “Pre-
meditated murder is morally wrong” or “It’s impermissible to steal” and so on,
are declarative in nature, and require, once explicated and applied, a delibera-
tive factoring in of local circumstances that aren’t included in any data about
the past. The fact is, ethics itself as a field has for well over two millennia been
constituted by declarative content. There is therefore no way to express an
ethical theory or code or principle in terms used by modern statistical/connec-
tionist machine learning (ML). As an example, it is incoherent to assert that
an ML-produced computational process is “unfair,” in the absence of some
declarative definition of what fairness is that is affirmed by at least a significant
portion of professional ethicists, and which grounds the assertion. In addition,
ethical principles, as indicated, are by definition only applicable when local
factors unique to the situation at hand, and absent in any data regarding the
past, are expressible in declarative form, and factored in. E.g., the principle
“Premeditated murder is morally wrong” is only applicable when local circum-
stances that have never occurred in the past are factored in (in order to see
if premeditation obtained with respect to the relevant agent/s, whose history

7B&G have of course in many cases collaborated with other computationally oriented thinkers
who have firm, substantive views about machine ethics. See e.g. [22].

8And for what it’s worth one that at least Bringsjord personally prefers.
9Indeed, we are currently exploring the use of The Four Steps with Confucian Ethics, a family

not shown in Figure 1. Having mentioned DDE above (and we return to it below as well), we
remark that in Confucian Ethics, DDE is rejected.
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and particular mental states — if only because perception of the local environ-
ment at the moment is singular — will be unprecedented). The upshot of all
this is that it’s mathematically impossible to automate machine ethics when
basing such an attempt exclusively upon ML, to the exclusion of the formal
science of declarative content (i.e. formal logic). Moreover, for formal reasons
explained e.g. in [24], it is impossible for a computing machine to genuinely
learn such ethical principles, e.g. DDE.

Despite our inclusiveness regarding ethical theories and their constituents,
there are a few high-level desiderata that need to be satisfied for The Four
Steps to be used. Unsurprisingly, these desiderata are rooted in formal logic,
and we quickly canvass them now.

To see the first desideratum, assume that we have a family E of ethical
theories of interest. We require that any ethical theory E ∈ E regiments how
deontic operators that are invariants across all genuine, robust ethical theories
(e.g., obligatory, permissible, forbidden, supererogatory, etc.) are to apply to
either or both of states-of-affairs and actions performable by agents. In our
approach, any ethical theory usable in The Four Steps must be formalized so
as to explicitly employ these notions.10

As to our second desideratum, formalization must be enabled by a cognitive
calculus. Details regarding such calculi can be found elsewhere (e.g. see the
appendices in [25], and also the new logic introduced in [26]); here we simply
inform the reader that (i) such a calculus C is a pair 〈L, I〉 where L is a
formal language (composed in turn, minimally, of the usual pair composed
of a formal grammar, and an alphabet/symbol set), and I is a collection of
inference schemata (sometimes called a proof theory or — when non-deductive
inferencing is formalized — argument theory) I; and (ii) the formal language is
extremely expressive, since e.g. (a) it has a full gamut of modal operators that
cover knowing, believing, acting, intending, perceiving, being in X where X is
some emotional state, and communicating; and (b) the extensional component
of the language is often third-order logic.11

The second of The Four Steps is to automate the generation of proofs
and arguments of (un-)ethical behavior, so that the reasoning can be utilized
and acted upon by the relevant artificial agents. Our approach to AI, logi-
cist (or logic-based) AI (e.g. see [27, 28]), holds that artificial agents, which
compute percepts-to-actions functions, do so via automated reasoning. We
specifically use ShadowProver [29, 30], an automated theorem prover for cog-
nitive calculi. We also use automated inductive reasoners, which are based
on formal inductive logic interpreted purely inferentially [one such reasoner
is ShadowAdjudicator (e.g. see [31]], and one inductive cognitive calculus is
IDCEC∗. Technical details, including engineering ones, regarding B&G’s use
of automated-reasoning technology is beyond the scope of the present short

10It’s probably worth mentioning that those who prefer to speak of rights, whether in the moral
or legal sense, are in general accommodated in our approach by virtue of the biconditional that
an agent a has a right to x against agent a′, say the right not to be harmed, if and only if it’s
obligatory that a′ not harm a.

11Note that, in fact, to the expressive reach of a language L in a cognitive calculus need not be
restricted to formulae that are finitely long.
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paper, but it is important to mention that such reasoning takes place over
novel inference schemata that are present in a given collection thereof I. The
technology in question, therefore, is not composed of only fixed, off-the-shelf
inferencing such as seen in the case of resolution, which is the complete basis
for Prolog and its relatives, and for many extensional theorem provers. Addi-
tionally, our automated reasoners take novel inference schemata seriously, in
the sense that we do not reduce these schemata to some first-order base, as is
(brilliantly) done in Athena [32], an analysis of which by B&G [33] is — for
energetic readers — quite relevant to the cognitive-calculus approach.

Step 3 in The Four Steps is to integrate automated ethical reasoning into
a logicist artificial agent’s operating system (details available in [34, 35]).
Without descending into the technical details (doing so not being practicable
here), there are basically two possible approaches to doing this. In the first,
only “obviously” dangerous capabilities of an artificial agent are restricted
with safeguards implemented above the OS level. In the second approach, all
agent code must comply with an “Ethical Substrate” that is part of the OS.
Unfortunately, while the first approach allows rapid engineering, unforeseen
and unwanted unethical behavior on the part of the artificial agent is entirely
possible. Only by way of the second option is there any guarantee that the
selected ethical theories and associated ethical codes will remain in force, in
the face, for instance, of cybercriminals. Unsurprisingly, Step 3 is the taking
of the second option.

In the fourth and final step, we implement our content (including, as a
proper part, an ethical OS) into an artificial agent and arrive at a morally
correct machine. Given this implementation, the actions performed by the
class of artificial agents thereby engineered are by definition the conclusion of
formal proofs or arguments; and since such proofs and arguments can be for-
mally verified against the background inference schemata that must be used,
formal guarantees are readily available. Such formal verification at bottom con-
sists of little more than matching each inference against one or more relevant
schemata. For example, in some proof or argument there might be an inference
to the formula expressing that given some context χ, an agent a is obligated
to perform some action α. Leaving temporal information aside to ease exposi-
tion, this formula would be an s-expression for the following “pretty printed”
inscription:

(†) O(χ, a, α).

Of course, there would be instantiations to what is general in (†). There would
be a particular proposition that instantiates χ, say that some human has
commanded that the agent perform the action that instantiates α. So, for ver-
ification that the agent in question is under the relevant obligation, we simply
have the checker ascertain whether or not there is a match for the inference
schema whose “input” form expresses the fact that it can be inferred from a
human’s having commanded that α be performed by a, that the obligation is
in place, i.e. that (†) holds. Fundamentally, this is no different than checking
whether in a given automatically found proof in the propositional calculus an
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inference made by the artificial agent conforms to modus ponens. For details
regarding this paradigm of software and agent verification, see [36–38]. For a
detailed example of this kind of verification at work, see [31].

Have The Four Steps been implemented such that a bona fide artificial
moral agent now exists on Earth? Yes — or at least that’s our position = the
position of B&G. Robust examples (the recapitulation of which here would
exceed present space bounds) can be found by consulting other, longer papers;
e.g., [7], which we encapsulate now down to a tiny kernel, but in an adapted
form inspired by a remarkable collection of papers by Malle and Scheutz et
al., in which consideration in empirically studied, ethically charged “trolley-
problem” scenarios is given to placing robots themselves in the position of
decision-makers [39–41].12 In the following scenario, we add the twist that the
agents destroyed or not are themselves robots.

Let’s suppose that a company of the future, trAIn Inc., operates a series
of enormous, busy freight-train yards that are massive shipping hubs for all
sorts of merchandise transported to and fro by train on many rail lines. The
company wishes to have autonomous mobile robots work in its yards, and it
specifically wishes The Four Steps to govern these robots. For Step 1, trAIn
may select the ethical principle known as the Doctrine of Double Effect (DDE),
which of course we mentioned above, to range over robot activity in a particular
yard. DDE, at its heart (and this is a very harsh simplification), says that
it’s ethically permissible for a given agent to harm other agents, as long as
certain pre-conditions are met, one prominent one being that the agent that
harms doesn’t intend to harm anyone at all: the intention is just to prevent
a catastrophically bad event from coming to pass, and the harm inflicted is a
side-effect.13 DDE is to our knowledge likely the most complex ethical principle
to fully logicized, and we can leave aside the ins and outs of the formal logic
that captures it; let’s just say that 〈DDE〉 is the collection of formulae that
captures in formal logic DDE. In opting for 〈DDE〉, trAIn fulfills Step 1, and
now suppose that the formalization of this principle is installed in all its robots
in the yard in question — which means that Steps 2–4 are fulfilled as well.
Doing this is today more than concretely possible for a freight-train yard. Now,
what’s the payoff? Suppose for simplicity that there are in fact no humans at
all in the yard (there are — let’s assume — two human overseers at a distance,
with camera feeds and so on). And, suppose in addition that a particular robot,
ar, perceives that it faces a choice between allowing a runaway freight train
to smash five robots out of existence, versus flipping switch that will instead
only end the life of one robot. 〈DDE〉 is triggered by the percepts in question,
and the switch is flipped. This is of course a highly impressionistic depiction,

12The key decisions studied by Malle & Scheutz et al. always affects the lives/death of humans,
while the described decision-makers are either humans or robots. Participants first declare what
the decision-maker should do (and those judgments turn out to be pretty similar for human/robot
decision-makers), and then they are asked how much blame the human/robot deserves for actually
deciding one way or another. There they fascinatingly find that participants blame the robot more
than the human for inaction (letting 4 people die); they blame them about equally for action
(trying to save the 4 but with the known side effect that one will die).

13DDE is the basis for so-called “just war” and even for personal self-defense, at least in the
Occidental case. For an overview of DDE, see [42].
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but with the details worked out and the implementation in place, we would
indeed have here a full embodiment of The Four Steps. We see now reason, save
for availability of monies and talent, why systems of the sort just described
for trAIn should not be required by governments for the likes of today’s AI
companies working in transport of goods, and people.

We anticipate some readers rightfully wondering whether B&G themselves
have any serious misgivings about The Four Steps. The answer is a negative
one. However, B&G are concerned about an issue that must for economy be
left for another day, but which can at least be briefly broached here as food
for cerebration in advance of the arrival of that day: viz., that The Four Steps,
in and of themselves, will not yield a an artificial agent that can avoid being
pulverized (or at least brushed aside) by other artificial agents that are uneth-
ical (or even devilish), but more powerful and/or more intelligent than the
Four-Step machines that oppose them. This problem requires augmentation
of The Four Steps in a manner that ensures its output is agents having supe-
rior power and intelligence, which would allow these agents to serve as, so to
speak, “guardians” of humanity. Such a conception must of course be debated
— but not in the present venue.

Some readers may penetratingly ask whether there are irreconcilable fric-
tions between the different ethical theories referenced in Figure 1 — or is
it possible to use multiple ethical theories, principles, and codes, and apply
The Four Steps in a way that harmoniously selects among and between this
content? In reply, it must first be noted that ‘frictions’ makes for an under-
statement: the main ethical theories are, as far as B&G can tell after rather
considerable effort spent formalizing these theories (and principles and codes
stemming from them), pairwise inconsistent. We = B&G are still actively
working, but logico-mathematically and implementation-wise, on ways to sur-
mount this serious problem. In general, and confessedly vaguely at this early
point in this work, we hope that the “guardian” AIs alluded to in the previ-
ous paragraph can be based on a minimalist selection made in Step 1 from
the palette of possibilities shown in Figure 1. Nonetheless, we must currently
admit regarding the friction issue, humbly, that our solution is currently insuf-
ficiently developed to be specified, shared, and recommended to those who
wish to have The PAID Problem solved. We note that the work of Vivek, as
described in the previous section, is quite relevant to the “friction problem,”
and we are studying it.

Finally, given current “turbulent” events in AI (e.g., claims on the part of
some that some chatbots must not, as a matter of morality, be shut off because
they are “sentient”) it behooves us (= B&G) to report that we have often
heard in person fierce objections against us to the effect that no artificial agent
can presently exist, because a moral agent must be conscious, and no artificial
agents of today are conscious. This objection has no force. The reason, again,
is that our artificial moral agents are provably such as to have high levels of
cognitive consciousness. This brand of consciousness, quite a different type
of consciousness than e.g. so-called phenomenal consciousness, which many
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philosophers discuss but cannot defined in formal, mathematical terms,14 is
explained and axiomatized in prior work [44, 45].

2.3 Louise’s Position: The Need for Verification and
Validation

As already noted there are multiple approaches to the question of the automa-
tion of machine ethics. Different approaches have different features and, it
is important to note, the decision about whether a system requires explicit
ethical reasoning and if so, how such reasoning should be implemented is in
part an engineering problem. As systems become more sophisticated, and are
deployed in under-specified and ill-understood environments, the requirement
for more pervasive ethical reasoning within the system increases. Given the cur-
rent multiplicity of deployment environments for autonomous decision-making
systems we must accept that there are some environments wherein ethical
reasoning must inform every decision and do so in a highly rigorous fashion,
as typified by Bringsjord and Govindarajulu’s (= B&G’s) approach discussed
in the previous section; other systems may require only some kind of gover-
nor module [46, 47] controlled by transparent ethical rules that interact with
an underlying system that may be programming in a sub-symbolic or hybrid
fashion. Such systems often exhibit fast/slow styles of hybrid reasoning. There
may even be situations where approaches to ethical reasoning derived from
machine learning (as shown in one of the examples discussed in [48]) may be
sufficient for our purposes. Where machine learning is used, however, it is crit-
ical that suitable training datasets be provided, which raises its own issues.
The existence of cultural and other biases in many training datasets is already
well-documented, as is the deleterious effect of such biases on the resulting
systems [49, 50] — this is a clear challenge to any system that claims to reason
ethically. Even if such biases can be overcome, given the current state-of-the-
art, it is also unclear what a training dataset for ethical reasoning might look
like in a general sense, though application-specific approaches do exist [51].

However in all these cases we need to assess the claim that the system
reasons ethically and, given the diverse approaches, diverse techniques may be
necessary to assess these claims. For instance, in the case of reasoning backed
by logic and underlying automated reasoners (including automated theorem
provers), as in B&G’s approach, it may seem like no validation is required
since the system is ethical by construction.

However, even in such cases, we would argue that significant ethical knowl-
edge engineering is involved in the construction of the system and this can be
a source of error, even where the reasoning itself is correct. Consider an exam-
ple based on work presented in [52, 53]. If we are using the Principle of Double
Effect (called the “Doctrine” of Double Effect = DDE by B&G, above) as
our operative ethical principle, then we can not, among other things, take an

14Phenomenal consciousness is characterized in [43], a paper that distinguishes that also
introduces access consciousness, which does bear some resemblance to cognitive consciousness.
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action where any of the intended consequences are harmful, even if the over-
all outcome is good. This requires careful engineering of the consequences of
actions. For instance a smart home should turn on the lights in order to enable
a household evacuation at night, even though using the lights consumes elec-
tricity. So we must engineer our system so that it is understood either that the
consumption of resources caused by turning on the lights is unintentional15 or
that it is not harmful. Even where the implementation of the ethical theory
is correct and so the ethical reasoning is correct, it is still necessary to vali-
date the ethical knowledge engineering. This can be viewed as a step to avoid
mis-specification of the ethical rules, principles, situational awareness and so
on that are the core components that enable the use of some ethical theory to
reason about a concrete situation.

There are a variety of techniques that may be used for validation. Where
high levels of assurance are required then formal methods underpinned by
mathematical principles should be used both in the design and validation of
the system. Formal verification is a validation process for assessing whether a
specification given in formal logic is satisfied on a particular formal description
of the system in question. For a specific logical property, ϕ, there are many
different approaches to this [56–58], ranging from deductive verification against
a logical description of the system ψS (i.e., ` ψS → ϕ) to the algorithmic
verification of the property against a model of the system, M (i.e., M |=
ϕ). The former approach can be operationalized as part of system reasoning,
guaranteeing outcomes are correct according to the logic and specification of
the problem. The latter, primarily through the model checking approach [59],
has the drawback of being inherently finite state and so, at one level, can
be seen as a kind of testing. However it still has value for validating ethical
knowledge engineering since, among other things, it allows the automatic and
exhaustive exploration of multiple pathways through some specific scenario to
check that they all meet some formal property.

Lastly there is a role for benchmarking and testing, particularly if we wish
to compare the decisions made by competing systems, technologies and ethi-
cal theories. The understanding of benchmarking of ethical decisions is in its
infancy, consisting at the moment only of small ad hoc collections of exam-
ples (e.g., [60]). However the field needs to develop a more mature approach
to assessing claims that some system can reason ethically and benchmark sets
provide a potential route to achieving this. The development of robust bench-
marking suites might also assist with the provision of training datasets for
machine-learning approaches.

15In addition to this, while there are approaches to capturing a computational concept of
intention (e.g., [14] and, arguably, the entire field of Beliefs-Desires-Intention agent program-
ming [54, 55]), it is far from clear that there is a philosophically satisfactory formalization of what
it means for a machine to intend an outcome, or not intend an outcome that was nevertheless fore-
seen. Such concepts are critical to some ethical theories so we need to validate the formalization
adopted.
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3 Discussion: Toward a Partially Synthesized
Position

3.1 Points of DisAgreement

Selmer & Naveen (again, i.e. B&G) hold, as indicated above, that a species of
genuine artificial moral agents already inhabit Earth; both Vivek and Louise
are of the more circumspect opinion that this claim is false, but are open to
the possibility that the future may bring such agents on the scene. In fact,
B&G affirm the following theorem, where (i) ‘artificial agent’ is specified to
match what this phrase means in the dominant AI textbook of today (viz. [61]
which defines an agent as something that maps percepts to actions), (ii) any
such agent capable of The Four Steps from above is a moral artificial agent,
and ‘free will’ is specified in line with the conception of free will advocated by
AI-founder John McCarthy [3] [who advocates grounding free will in a concept
of what a system (machine or person) can do based on actions they may take
in some circumstances even in some given situation it is pre-determined by
their programming that they do not]. If one accepts these definitions of agent,
moral agent, and free will, then:

Theorem: Artificial moral agents exist today, on Earth.

Louise and Vivek don’t contest that the theorem follows from the selected
definitions and the nature of B&G’s work, but they are dubious that the formal
definitions adopted genuinely capture what is meant by many writers when
they speak of — to recall the key concept from the outset of the present essay
— Artificial Moral Agents (AMAs). One could argue that in the absence of a
satisfactory formalization of what it means to be an AMA, the whole discussion
is incoherent — much as Turing argued against the use of the question “Can
Machines Think?” in his famous article on the Imitation Game [62]. However,
history has shown that such questions cannot easily be resolved by proposing a
formalizable alternative; hence the authors of the present paper remain divided
upon the question of whether the (possible or actual) existence of AMAs is
settled or otherwise.

3.2 Points of Agreement

There are autonomous machines, currently operational in the world, that
have an ethical impact on human beings; this proposition no one can dis-
pute. Frighteningly, there are even reports of autonomous machines that have
been deployed in the battlefield and are making literal life-and-death deci-
sions.16 Given the state of the art in machine-implemented ethical reasoning,
the authors would be extremely wary of machines being given such high lev-
els of autonomy.17 Regardless of whether a machine (now or in the future) is

16https://www.newscientist.com/article/2278852-drones-may-have-attacked-humans-fully-
autonomously-for-the-first-time/

17B&G for present purposes are willing to countenance use here of an intuitive concept of
autonomy, but note that as formalists, until autonomy is formalized, we can’t really know that



Springer Nature 2021 LATEX template

A Partially Synthesized Position on the Automation of Machine Ethics 15

acknowledged to be an artificial moral agent or not, human beings should not
be able to abrogate their own (moral) responsibility for designing machines
with ethical impact.

The state-of-the-art is currently unsettled as to which approach would
be best suited for designing machines able to carry out genuine ethical rea-
soning. There are efforts to design machines that are ethically correct by
construction, machines that can be validated (and even formally verified) for
correctness, and machines that attempt to be ethically correct through non-
symbolic approaches. This ‘unsettled’ status is not a bad thing. It indicates
that there is a lot of on-going experimentation, with very different, fertile ideas.
Of course, lack of settlement in the overall intellectual landscape does not
entail that, in no researcher’s minds, the core questions remain unsettled. As
cannot be denied given what they said above, things are rather firmly settled
in the minds of B&G, for better or worse.

We all agree that a form of ethical reasoning adequate for many applications
is formalizable and that that formalization can be implemented, even if it is not
yet clear whether a single ideal formalization exists. That being the case, we
believe that most current applications of machine decision-making, where such
activity has ethical impact, should take a formal route to the implementation
of ethical reasoning within that application. Nevertheless, at current techno-
logical levels, it is often challenging to identify when some particular ethical
principles apply in some concrete situation, and therefore validation processes
(such as testing, stakeholder consultation, and post-deployment monitoring)
are also currently essential to deliver first-rate machine reasoning in and about
ethics.18

A pertinent question, at this point, is whether these (positions regarding)
implementations are mutually exclusive, or whether they would lend them-
selves to some form of genetic mixing, so to speak. In Vivek’s opinion, the
field is still in its infancy, and there needs to be a lot more investigation
about the nature of ethical decisions that AMAs are called upon to make, and
the expectations that society has of them. A categorization of these decisions
and expectations, might well lead to new theoretical approaches to ethical
decision-making, particularly ones that are specific to artificial agents. From a
computational perspective, incommensurable values combined with feedback
loops in second-order effects make for “wicked” problems, ones that will gener-
ate entirely new sub-fields of research. From a philosophical perspective, ethical
obligations of “lesser” intelligences have not been investigated, and might
generate new insights into joint decision-making. A perusal of the current lit-
erature on machines implementing ethical reasoning mechanisms reveals that
different techniques have been used to tackle very different scenarios. Given the
paucity of common problems, with accepted solutions, it is impossible to state

the machines in question are truly autonomous. This borders on self-incrimination, since — recall
above — PAID employs the relation autonomous.

18Notice ‘currently’ in the previous sentence. Selmer and Naveen call for a future time when
only those AI systems that can be formally verified are permitted to have a range of “ethically
impactful” actions within their reach.
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with any scientific certainty that a particular mechanism would be best suited
for all scenarios, or indeed, if any scenario has a best implementation at all.
For the currently explored scenarios, including the ones described above, Vivek
agrees with Louise that some form of ethical knowledge engineering would be
vital to any real-world implementation of machines that attempt to reason
about the ethics of particular decisions in these scenarios, and their real-world
counterparts. There is some sociological evidence [63] that when confronted
with concrete harms, human beings vacillate between ethical principles that
are potentially applicable. In fact, this forms the basis of Vivek’s misgivings
with B&G’s Four-Step Process. In all cases of real-world ethical problems,
more than one ethical principle may apply, and the Four-Step Process’s insis-
tence on first choosing an ethical theory seems to be an incomplete description
of the problems in ethical decision-making. This leads to an uncomfortable
thought: that there might never be a deterministic way to pick between for-
malized ethical principles to solve real-world problems. Here Vivek contends
that domain-specific interrogations of stakeholder values and their alignment
with predicted outcomes using a particular theory may turn out to be a feasi-
ble and systematic way forward [18] for ethical decision-making. That is, the
autonomic decision-making agent ought to be able predict the localized world-
state that would result from its (possible) actions, and then attempt to align
the future worlds with both, the ethical principles that it knows about as well
as the preferred world-states of its human stakeholders. In Vivek’s opinion,
this attempt at a hybrid form of case-based reasoning is aligned with Louise’s
call for benchmarking and validation, since it allows for human stakeholder
preferences to be the end-point of ethical reasoning.
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